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#### Abstract

In this paper, we provide a new structure of a locally associative algebraic structures that posses the properties of both left almost semigroup and right almost semigroup. A homomorphism function is defined on the new structure which helped to establish that every $\sum$-Semigroup is left nuclear or right nuclear square. The results further showed that the new structures formed is transitively commutative. The work also defined another function on the structure which helped to obtain a directed graph in which the rows of the adjacency matrix formed are linearly dependent vectors.
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## Introduction

A semigroup is an algebraic structure consisting of a set (groupoid) together with an associative binary operation. The binary operation of a semigroup is most often denoted multiplicatively by $\quad x$. $y$, or simply $x y$, and associativity is formally expressed as $(\mathrm{x} \cdot \mathrm{y}) \cdot \mathrm{z}=\mathrm{x} \cdot(\mathrm{y} \cdot \mathrm{z})$ for all $x, y$ and $z$ in the semigroup. A left almost semigroup abbreviated as LA semigroup is an algebraic structure
midway between a groupoid and a commutative semigroup. In accordance with [18] and [1], the structure was introduced by [10]. The structure was named Abel Grassmann's groupoid abbreviated as AG groupoid [14]. The structure is infact the generalization of commutative semigroups [9].

DEFINITION OF SOME BASIC NOTATIONS USED

Definition 1.6.1 A groupoid is an algebraic structure ( $\mathrm{G}, *$ ) consisting of a non-empty set $G$ and a binary partial function ' $*$ ' defined on G.

A groupoid $G$ is called left almost semigroup if it satisfies the left invertive law, that is for all $a, b, c$ in G (a.b).c = (c.b).a. It is also called Abel-Grassmann's groupoid, abbreviated as AG-Groupoid.

Definition 1.6.2 Left translation: let G be an LA semigroup and a in G, then a mapping $\quad \mathrm{L}_{\mathrm{a}}: \mathrm{G} \rightarrow \mathrm{G}$ defined by $\mathrm{L}_{\mathrm{a}}(\mathrm{x})=\mathrm{ax}$ is called left translation by element a.

Definition 1.6.3 Right Translation: let $G$ be an LA semigroup and $a$ in $G$, then a mapping $\quad R_{a}: G \rightarrow G$ defined by $R_{a}(x)=x a$ is called right translation by a.

Definition 1.6.4 Left Cancellative LA semigroup: an LA semigroup $G$ is called left Cancellative if all the left translations are injective.

Definition 1.6.5 Right Cancellative LA semigroup: An LA semigroup is called Right cancellative if all the right translations are injective.

Definition 1.6.6 Cancellative LA semigroup: an LA semigroup is called
cancellative if all the translations are injective.

Definition 1.6.6.1 Every group is a cancellative semigroup.

Definition 1.6.6.2 The set of positive integers under addition is a cancellative semigroup.

Definition 1.6.6.3 The set of nonnegative integers under addition is a cancellative monoid.

Definition 1.6.6.4 The set of positive integers under multiplication is a cancellative monoid.

Definition 1.6.6.5 Let ' $S$ ' be the semigroup of real square matrices of order $n$ under matrix multiplication. Let ' $a$ ' be any element in $S$. If $A$ is nonsingular then $A$ is both left cancellative and right cancellative. If ' $A$ ' is singular then $A$ is neither left cancellative nor right cancellative.

Definition 1.6.7 A Groupoid which is both left almost and right almost semigroup is called an almost semigroup.

Definition 1.6.8 A semigroup is non empty set $G$ together with an associative binary operation * such that $\forall a, b, c \in G,(a b) c=a(b c)$.

## METHOD OF CONTRUCTION

Let $X$ be a non empty set and $W_{X}^{\prime}$ denote the free algebra over $X$, Now if multiplication is defined on the algebra $W_{X}^{\prime}$ as provided in [18] by
$u \circ v=\alpha(u)+\alpha^{2}(v) \forall u, v \in W_{X}^{\prime}$,
Then, the set $W_{X}^{\prime}$ is an LA semigroup under the binary operation defined between $u$ and $v$. The new model used in the above construction of $\Sigma$ Semigroup was given as follows: $u \circ v=\alpha(u) \alpha(v)+\alpha^{2}(u v) \forall u, v \in W_{X}^{\prime}$
and the new adjustment is made in order to make the construction smooth and accurate.
Recall that a groupoid must satisfy some conditions before it is consider as a left almost semigroup or right almost semigroup. In this work, we shall used these conditions to determine whether a particular groupoid is a left almost or right almost semigroup.
The two conditions are:
$\forall a, b, c \in G,(a . b) . c=(c . b) . a$ and $a .(b . c)=(c . b) . a$
and are called left invertive and right invertive law respectively. In this work, left almost and right almost semi group will be denoted by LA and RA respectively.
Let us now test the properties as follows:
Example 1.1 Consider the set $F_{5}=\{0,1,2,3,4\}$ under multiplication modulo 5. Define $\alpha$ by $\alpha(x)=3 x$, then we obtained the table below as $L A$ Semigroup.

## Table 1.1

| $\cdot$ | 0 | 1 | 2 | ${ }^{3}$ | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 4 | 3 | 2 | 1 |
| 1 | 3 | 2 | 1 | 0 | 4 |
| 2 | 1 | 0 | 4 | 3 | 2 |
| 3 | 4 | 3 | 2 | 1 | 0 |
| 4 | 2 | 1 | 0 | 4 | 3 |

From the above table, it can be seen that by referring back to the definition of multiplication of elements of $W_{x}^{\prime}$, $u$ and $v$ the two statements are equivalent. Take for example the elements 4,3 and 2 , thus, we have

$$
\begin{aligned}
& (4 \cdot 3) \cdot 2=(2 \cdot 3) \cdot 4 \\
& \Rightarrow[(4) \cdot 2]=[(3) \cdot 4] \\
& \Rightarrow[(4 \cdot 2)]=[(3 \cdot 4)] \\
& \Rightarrow 0=0
\end{aligned}
$$

One can also swap or take other elements from the set apart from 4, 3 and 2 just to confirm that the structure satisfies the law for all elements taken from it. For instance the following

$$
\begin{aligned}
& \text { if } a=0, b=1, c=4 \text {, then } \\
& \begin{array}{l}
(0.1) 4=(4.1) 0 \\
\Rightarrow 4.4=1.0 \\
\Rightarrow 3=3 \\
\text { Or }
\end{array} \\
& \text { if } a=1, b=2, c=3 \text {, then } \\
& \begin{array}{c}
(1.2) 3=(3.2) 1 \\
\Rightarrow 1.3=2.1 \\
\Rightarrow 0
\end{array}
\end{aligned}
$$

Now, the left invertive law holds in $F_{5}$ so $F_{5}$ is an $L A$ semigroup, what now remains is to confirm whether the two statements given in the proposition above are true or not. Taking the first statement,
$(a b) c=b(c a)$, we see that choosing any three elements say 1,4 and 2 in $F_{5}$ to represent $a, b$ and $c$ respectively will give

$$
\begin{aligned}
& (1 \cdot 4) \cdot 2=(4 \cdot 2) \cdot 1 \\
& \Rightarrow[(4) \cdot 2]=[(0) \cdot 1] \\
& \Rightarrow(4 \cdot 2)=(0.1) \\
& \quad \Rightarrow 0=0
\end{aligned}
$$

Similar result can be obtained from the second statement by just commuting a and $c$ in the left hand side of $(i)$.

## Example 3.7

Let W be an arbitrary set and defined $u \circ v=\alpha u \alpha v+\alpha^{2} u v$ by changing the multiplication between the elements of the set we obtained the table below;

Table: 1.2

| $\circ$ | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 3 | 1 | 4 | 2 |
| 2 | 0 | 1 | 2 | 3 | 4 |
| 3 | 0 | 4 | 3 | 2 | 1 |
| 4 | 0 | 2 | 4 | 1 | 3 |

It can be seen that by taking any three elements for example 3, 1 , and 2, we have that

$$
\begin{aligned}
(3 \cdot 1) \cdot 4 & =(4 \cdot 1) \cdot 3 \\
\Rightarrow(4 \cdot 4) & =(2 \cdot 3) \\
\Rightarrow 3 & =3
\end{aligned}
$$

That is $\quad(a . b) . c=(c . a) . b \forall a, b, c \in F_{5}$ which implies that the left invertive law holds in $F_{5}$. It can also be seen that

$$
\begin{gathered}
3 .(1.4)=4 .(1.3) \\
\Rightarrow(3.2)=(4.4) \\
\Rightarrow 3=3
\end{gathered}
$$

That is $\quad(a . b) . c=c .(b . a) \forall a, b, c \in F_{5}$ which implies that the right invertive law holds in $F_{5}$. So $F_{5}$ is both RA and $L A$ semigroup.

Hence the structure is a $\Sigma$-semigroup semigroup.
Corollary: a $\Sigma$-semigroup semigroup is medial.
Example 3.8 Let us now test for the medial law in $F_{5}$, thus,

$$
\begin{gathered}
(1.2)(3.4)=(1.3)(2.4) \\
\Rightarrow(1.1)=(4.4) \\
\Rightarrow 3=3
\end{gathered}
$$

Also

$$
\begin{gathered}
(0.1)(4.3)=(0.4)(1.3) \\
\Rightarrow(0.4)=(0.4) \\
\Rightarrow 0=0
\end{gathered}
$$

So the medial law holds in $F_{5}$, that is $(a . b)(c . d)=(a . c)(b . d) \forall a, b . c . d \in F_{5}$ the two statement given in proposition above can also be verified. That is
(i) $\quad(a b) c=b(c a)$
(ii) $(a b) c=b(a c)$

The first statement gives

$$
\begin{aligned}
(3.1) \cdot 4 & =1 .(4.3) \\
\Rightarrow 4 \cdot 4 & =1.1 \\
\Rightarrow 3 & =3
\end{aligned}
$$

While the second statement gives

$$
\begin{aligned}
(3.1) \cdot 4 & =1 .(3.4) \\
\Rightarrow 4.4 & =1.1 \\
\Rightarrow 3 & =3
\end{aligned}
$$

This shows that the two statements holds in the table, hence are equivalent in the table.
Corollary: A $\Sigma$-semigroup is paramedical. That is to say the statement

$$
(a b)(c d)=(d b)(c a) \forall a, b, c, d \in S
$$

Example 3.8: consider a $\Sigma$-semigroup with 1dentity 8 as shown below

## Table: 1.3

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 |
| 2 | 0 | 7 | 5 | 3 | 1 | 8 | 6 | 4 | 2 |
| 3 | 0 | 6 | 3 | 0 | 6 | 3 | 0 | 6 | 3 |
| 4 | 0 | 5 | 1 | 6 | 2 | 7 | 3 | 8 | 4 |
| 5 | 0 | 4 | 8 | 3 | 7 | 2 | 6 | 1 | 5 |
| 6 | 0 | 3 | 6 | 0 | 3 | 6 | 0 | 3 | 6 |
| 7 | 0 | 2 | 4 | 6 | 8 | 1 | 3 | 5 | 7 |
| 8 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |

From the above table, if $a=1, b=4, c=8$, then

$$
\begin{aligned}
(1.4) .8 & =(8.4) \cdot 1 \\
\Rightarrow 5.8 & =4.1 \\
\Rightarrow 5 & =5
\end{aligned}
$$

Or
If $a=8, b=6, c=4$, then

$$
a=8, b=6, c=4
$$

$$
(8.6) \cdot 4=(4.6) \cdot 8
$$

$$
\Rightarrow 6.4=3.8
$$

$$
\Rightarrow 3=3
$$

So this implies that the left invertive law holds. It can also be seen that the right invertive law holds, if $a=1, b=4, c=8$, then
So this implies that the left invertive law holds. It can also be seen that the right invertive law holds, if $a=1, b=4, c=8$, then

$$
\begin{gathered}
a=8, b=6, c=4 \\
8 .(6.4)=4 .(6.8) \\
\Rightarrow 8.3=4.6 \\
\Rightarrow 3=3
\end{gathered}
$$

So the structure is a $\Sigma$-semigroup since both the right and the invertive law hold. We shall now test for the medial law, now if $a=8, b=6, c=4, d=5$, then

$$
a=8, b=6, c=4, d=5
$$

$$
\begin{aligned}
(8.6)(4.5) & =(8.4)(6.5) \\
\Rightarrow 6.7 & =4.6 \\
\Rightarrow 3 & =3
\end{aligned}
$$

Or

$$
\begin{gathered}
a=5, b=2, c=7, d=3 \\
(5.2)(7.3)=(5.7)(2.3) \\
\Rightarrow 8.6=1.3 \\
\Rightarrow 6=6
\end{gathered}
$$

So the medial law holds. It is also shown below that paramedical law holds in $\Sigma$ semigroup. Thus,

$$
\begin{aligned}
& \text { if } a=5, b=2, c=7, d=3 \text {, then } \\
& \begin{array}{l}
(5.2)(7.3)=(3.2)(7.5) \\
\Rightarrow 8.6=3.1 \\
\Rightarrow 6=6
\end{array}
\end{aligned}
$$

So the medial law holds. It is also shown below that paramedical law holds in $\Sigma$ semigroup. Thus,

$$
\begin{aligned}
& \text { if } a=5, b=2, c=7, d=3 \text {, then } \\
& \begin{array}{c}
(5.2)(7.3)=(3.2)(7.5) \\
\Rightarrow 8.6
\end{array}=3.1 \\
& \Rightarrow 6=6
\end{aligned}
$$

## Examples 1.4

The following tables are $\Sigma$-subSemigroup of $S_{8}$ and $S_{6}$ respectively $\Sigma$-subsemigroup of $S$

Table: 1.4 (a)

| . | 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 0 | 0 | 0 |
| 2 | 0 | 0 | 0 | 0 |
| 3 | 0 | 0 | 0 | 0 |

Table: 1.4 (b)

| . | 0 | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 2 | 4 | 0 | 2 |
| 2 | 0 | 4 | 2 | 4 | 0 |
| 3 | 0 | 0 | 0 | 0 | 0 |
| 4 | 0 | 2 | 4 | 0 | 2 |

## $\sum$-semigroup as a graph structure

Consider a $\Sigma$-semigroup of order 5 i.e $S=\{0,1,2,3,4\}$, by defining a function $f$ by $f(x)=x^{2} \forall x \in S$, then the pairs of points for the relation are $\{(0,0),(1,4)(2,4),(3,0),(4,2)\}$, the adjacency matrix for the graph of the relation is


Fig: 1.1 Graph of $f(x)=x^{2} \forall x \in S$

$$
\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{array}\right]
$$

Consider another function defined in the set by $f(x)=x^{3} \forall x \in S$ from which the following pairs of points were obtained $\{(0,0),(1,4),(2,2),(3,3),(4,1)\}$. The adjacency matrix and the graph are given below


Figure: 1.2 Graph of $f(x)=x^{3} \forall x \in S$
$\left(\begin{array}{lllll}1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 & 0\end{array}\right)$

If the function is defined as $f(x)=x^{4} \forall x \in S$, then we have the following pairs of points, adjacenc matrix and graph $\{(0,0),(1,2),(2,2),(3,2),(4,2)\}$

$$
\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{array}\right)
$$



Fig: 1.3 Graph of $f(x)=x^{4} \forall x \in S$

If $f(x)=x^{5} \forall x \in S$ then the following pairs of points adjacency matrix and graph are obtained $\quad\{(0,0),(1,1),(2,2),(3,3),(4,4)\}$

$$
\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right)
$$



Figure 3.5 Graph of $f(x)=x^{5} \forall x \in S$
pairs for the relation adjacency matrix and the graph for the relation are


Fig: 1.5 Graph of $f(x)=x^{5} \forall x \in S$
$f(x)=x+x^{2} \forall x \in S$, then the following pairs of points were obtained from the relation
$\{(0,0),(1,4),(2,4),(3,0),(4,2)\}$, the graph and the adjacency matrix are shown below.

$$
\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{array}\right)
$$



Figure 1.6 Graph of $f(x)=x+x^{2} \forall x \in S$, If the runcuon is denned as $f(x)=x+x^{3} \forall x \in S$, the following is obtained from the relation $\{(0,0),(1,0),(3,1),(4,0)\}$. The adjacency matrix is


Figure 1.6 Graph of $f(x)=x+x^{3} \forall x \in S$

If the function is defined to be $f(x)=x^{2}+x^{4} \forall x \in S$, the following pairs of points are obtained from the relation $\{(0,0),(1,0),(2,4),(3,4)(4,0)\}$

$$
\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0
\end{array}\right)
$$

$\left(\begin{array}{lllllllll}1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0\end{array}\right)$


Figure 1.7 Graph of $f(x)=x^{2}+x^{4} \forall x \in S$

If the function is defined to be $f(x)=x^{2}+x^{3} \forall x \in S$ on a $\Sigma$-semigroup of order 9 , then the following pairs are obtained from the $\{(0,0),(1,0),(2,4),(3,0),(4,3),(5,2),(6,0),(7,6),(8,7)$ the adjacency matrix and the graph for the relation are as shown in the figure below.


Figure 3.7 Graph of $f(x)=x^{2}+x^{3} \forall x \in S$
As it can be seen from the figure, the graph produces about three paths namely $0-1,8760$ i.e $8-0$ and 52430 i.e $5-0$ path. It can be observed that the graph is connected and both the three paths came from different origins but they all have the same destination (0). It can be observed from the above that all the graphs the functions have directed edges hence are directed graphs and the raws of the adjacency matrix are linearly dependent vectors(by row operattion)
$\left.7^{3}\right\}^{6}$ Connected and Complete graphs of ${ }^{\top} \Sigma$-semigroup
A connected graph is a graph in which all the vertices are connected by the edges in one way or the other. A complete graph is a simple undirected graph in which every pair of distinct vertices is connected b a unique edge [2]. Now we have the following lemma.

Let $H=\{f(x): x \in S\}$ (the set of images of elements of $S$ under $f$ )
Lemma: Let S be a $\Sigma$-semigroup and H be $\Sigma$-subsemigroup of S . the direct product SxH forms a connected graph.
Example 1.5 Consider $\Sigma$-semigroup of order 5 some graphs are shown on direct product of the $\Sigma$-semigroupand some of its subsets.
(i)

For $f(x)=x^{3} \forall x \in S, H=S$ and $G=S \times H=S \times S$ is a complete graph as it is shown in the figure below


Figure 1.40 A 4-Simplex

$$
\begin{gathered}
A=\left[\begin{array}{llllll}
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1
\end{array}\right] \\
A-I=\left[\begin{array}{lllll}
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1
\end{array}\right]-\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right]=
\end{gathered}
$$

$$
\begin{gathered}
(A-I)^{2}=\left[\begin{array}{lllll}
0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 \\
1 & 1 & 0 & 1 & 1 \\
1 & 1 & 1 & 0 & 1 \\
1 & 1 & 1 & 1 & 0
\end{array}\right]\left[\begin{array}{lllll}
0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 \\
1 & 1 & 0 & 1 & 1 \\
1 & 1 & 1 & 0 & 1 \\
1 & 1 & 1 & 1 & 0
\end{array}\right]= \\
\\
{\left[\begin{array}{llllll}
4 & 3 & 3 & 3 & 3 \\
3 & 4 & 3 & 3 & 3 \\
3 & 3 & 4 & 3 & 3 \\
3 & 3 & 3 & 4 & 3 \\
3 & 3 & 3 & 3 & 4
\end{array}\right]} \\
{\left[\begin{array}{lllll}
0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 \\
1 & 1 & 0 & 1 & 1 \\
1 & 1 & 1 & 0 & 1 \\
1 & 1 & 1 & 1 & 0
\end{array}\right]}
\end{gathered}
$$

Thus the graph is strongly connected and regular, where the values in the leading diagonal of the adjacency matrix show the number of edges incidented on each vertex of the graph.

$$
\left[\begin{array}{ccccc}
0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 \\
1 & 1 & 0 & 1 & 1 \\
1 & 1 & 1 & 0 & 1 \\
1 & 1 & 1 & 1 & 0
\end{array}\right] \begin{aligned}
& r_{1} \\
& r_{2} \\
& r_{3} \rightarrow \\
& r_{4} \\
& r_{5}
\end{aligned}\left[\begin{array}{ccccc}
0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 \\
0 & 1 & -1 & 0 & 0 \\
0 & 1 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 & -1
\end{array}\right] \begin{aligned}
& r_{1} \\
& r_{2} \\
& r_{3}-r_{2} \rightarrow \\
& r_{4}-r_{2} \\
& r_{5}-r_{2}
\end{aligned}
$$

$$
\left[\begin{array}{rrrrr}
0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 \\
0 & 1 & -1 & 0 & 0 \\
0 & 0 & 1-1 & 0 \\
0 & 0 & 1 & 0 & -1
\end{array}\right] \begin{aligned}
& r_{1} \\
& r_{2} \\
& r_{3} \\
& r_{4}-r_{3} \\
& r_{5}-r_{3}
\end{aligned} \rightarrow\left[\begin{array}{ccccc}
0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 \\
0 & 1 & -1 & 0 & 0 \\
0 & 0 & 1-1 & 0 \\
0 & 0 & 0 & 1-1
\end{array}\right] \begin{aligned}
& r_{1} \\
& r_{2} \\
& r_{3} \\
& r_{4} \\
& r_{5}-r_{4}
\end{aligned}
$$

Thus, the matrix does not have zero row, hence the raws of the matrix are linearly independent vectors. In other words, the the raws of te matrix satisfies the set of equations

$$
\begin{aligned}
a_{1}+a_{2}+a_{3}+a_{4} & =0 \\
a_{0}+a_{2}+a_{4} & =0 \\
a_{1}-a_{2} & =0 \\
a_{2}-a_{3} & =0 \\
a_{3}-a_{4} & =0 \\
\Rightarrow a_{1}=a_{2}=a_{3}=a_{4} & =0
\end{aligned}
$$

Consider a case where $f(x)=x+x^{3}, \forall x \in S$ the graph $\mathrm{G}=G=S \times H=S \times S$ for the relation is shown to be complete graph with the following properties.


Figure 3.41 An 8-Simplex
Vertices $=9$
Edges $=\frac{n(n-1)}{2}=36$
Radius $=1(\mathrm{n}$ is greater than 1$)$
Diameter $=1(\mathrm{n}$ is greater than 1$)$
Girth $=3(\mathrm{n}$ is greater than 2$)$
Chromatic number $=9$
Chromatic index $=9$ ( n is odd)

The graph is 8 -reular symmetric graph, it is vertex transitive, edge-transitive and strongly regular [25]. Such properties could also be obtained from figure 3.40 above.
According to [10], the degree of a vertex is the number of incident edges to that vertex. The distance between two vertices is the length of the shortest distance between them. The diameter of a graph is the maximum distance over all pairs of vertices. A graph with maximal degree $\Delta$ and diameter D is called a $(\Delta, D)$-graph. The number of vertices in a graph is called order of the graph. So the degree of the above graph is $\Delta=10$ (loops are counted twice). One shall observe that all the vertices of the graph have the same degree which means that the graph is regular.
The eccentricity of a vertex $v$ of a graph $G$ is the maximum distance to every other vertex of the graph. That is: $e(s)=\max (\{\operatorname{dist}(s, v): v \in V\})(V$ is the set of vertices as usual
So diameter of a graph is the maximum eccentricity of any vertex in the graph i.e diameter is the length of the shortest path between the must distanced vertices in a graph. So to determine the diameter of the above graph, we first notice that the maximum distance between each pair of vertices is 1 so the greatest length of any of these paths is the diameter of the graph (the diameter of the graph is 1 ).

### 3.8 Adjacency and incidence matrices for the graph of a $\Sigma$-semigroup

Let $G$ be a graph with $V(G)=\{1, \ldots, n\}$ and $E(G)=\{e 1, \ldots, e m\}$. Suppose each edge of $G$ is assigned an orientation, which is arbitrary but fixed. The (vertex-edge) incidence matrix of $G$, denoted by $\mathrm{Q}(G)$, is the $n \times m$ matrix defined as follows. The rows and the columns of $\mathrm{Q} G$ ) are indexed by $V(G)$ and $E(G)$, respectively. The ( $i, j$ )-entry of $\mathrm{Q}(G)$ is 0 if vertex $i$ and edge $e j$ are not incident, and otherwise it is 1 or -1 according as $e j$ originates or terminates at $i$,
respectively. We often denote $\mathrm{Q}(G)$ simply by Q . Whenever we mention $\mathrm{Q}(G)$ it is assumed that the edges of $G$ are oriented.
Consider the graph for a function defined by $f(x)=x^{2}+2 \forall x \in S$. the incidence matrix for the graph is given and is denoted by Q


Figure 3.42

$$
Q=\left(\begin{array}{ccccc}
-1 & 1 & 0 & 1 & 1 \\
0 & -1 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 \\
0 & 0 & 1 & 0 & -1
\end{array}\right)
$$

It can be observed from $Q$ above that the column sums are zero and hence the rows of $Q$ form linearly dependent vectors
A matrix is said to be totally unimodular if the determinant of any square submatrix of the matrix is either 0 or $\pm 1$. So it follows that the matrix $Q$ above is totally unimodular.
Consider another graph constructed from a function defined by $f(x)=x^{2}+x+1 \forall x \in S$


Fig: 1.43
So the column sums of $Q$ are zero hence rows of $Q$ are linearly dependent vectors this assures that for all the cases graph may be, the raws of the incident matrix of the graph form linearly dependent vectors because the column sum for each column of the matrix is always zero.
The adjacency matrix $A$ of the above graph is also a matrix having all its entries as1s since there is an edge between any pair of vertices. A matrix $M$ for the graph is also obtained as shown below.
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Fig: 1.44

On multiplying the matrix $A-I=M$ by itself up to $n-1$ times, for the first time one will find that all the zero entries have taken value greater than zero which is showing that the graph is strongly connected and the values are showing number of edges that incident on each vertex. Thus,
$(A-I)^{2}=\left(\begin{array}{lllllllll}0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1\end{array}\right]$

Let us now observe the properties of rows of the matrix by applying row operations on the matrix to determine whether the matrix has zero rows or not.


Since the matrix has non zero rows, then all the rows are linearly independent vectors. In other words, the rows of the matrix satisfies the following set of equations.

$$
\begin{aligned}
& a_{1}+a_{2}+\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots+a_{9}=0
\end{aligned}
$$

$$
\begin{aligned}
& a_{1}-a_{2} \quad=0 \\
& a_{2}-a_{3} \quad=0 \\
& a_{3}-a_{4} \quad=0 \\
& a_{4}-a_{5} \quad=0 \\
& a_{5}-a_{6} \quad=0 \\
& a_{6}-a_{7} \quad=0 \\
& a_{7}-a_{8} \quad=0 \\
& a_{8}-a_{9}=0 \\
& \Rightarrow a_{0}=a_{1}=a_{2}=a_{3}=a_{4}=a_{5}=a_{6}=a_{7}=a_{9}=0
\end{aligned}
$$



So the rows of the adjacency matrix are linearly independent vectors.

## Conclusion

It is clear that the new structure of a locally associated algebraic structure ( $\Sigma$ semigroup) possess the properties of left almost semigroup and right almost semigroup respectively. By defining a function on the new structure of $\sum$ semigroup the results established the formation of adjacency matrix which helped to show that the rows of the $\Sigma$-semigroup are linearly dependent.

## ACKNOWLEGEMENTS

The Authors wish to thank the Department of Mathematics, UDUS and Algebra Group for their continue support.

## REFERENCES

[1] I., Ahmad, M., Rashad, \& M., Shah, Some Properties of AG * -groupoid, Research Journal of Recent Sciences ISSN 22772502 Vol. 2, No.4, pp. 91-93, April 2013
[2] I. Ahmad \& M. Rashad, A Study of AntiCommutativity in AG-Groupoids, Punjab University Journal of Mathematics (ISSN 1016-2526) Vol. 48, No. 1, pp. 99-109, 2016
[3] B. Alex, F. S. Martin, \& S., Robert Subsemigroup, ideal and congruence growth of free semigroups. _Mathematical Sciences, University of Southampton,

High_eld, Southampton, United Kingdom, SO17 1BJ y Mathematische Institut, Georg-August University at Gottingen, Bunsenstrasse pp. 3-5, 2014.
[4] B. P. Reddy, \& M. Dawud, Applications of Semigroups, Global Journal of Science Frontier Research: F. Mathematics and Decision Sciences Volume 15 Issue 3 Version 1.0 Year 2015 Type : Double Blind Peer Reviewed International Research Journal Publisher: Global Journals Inc. (USA) Online ISSN: 2249-4626 \& Print ISSN: 0975-5896 Applications 15, No. 3, 2015.
[5] E . Sikolya, Semigroups for flows in networks.
Wissenschaftliche Hilfskraft an der Universit"at T"ubingen Meine akademischen Lehrer waren in Mathematik: Venus Amjad And Faisal Yousafzai ON Pure LASemihypergroups. Konuralp Journal of Mathematics Volume 2, No. 2, pp. 53, 2014.

Wikipedia. (2017). Adjacency Matrix. Retrieved from https://wikipedia.org/wiki/Adjacency_ma trix
[6] F. Rehman, (n.d.). Prime Ideals of Near Left Almost Rings, Vol. 3, pp. 34-37.
[7] J. B., Fraleigh, A First Course In Abstract Algebra, $7^{\text {th }}$ edition. Pearson Education Inc. Pp: 86-95, 2003.
[8] K. Ruohonen, Graph Theory, (Translation by Janne Tamminen, Kung-Chung Lee and Robert Piché), 2013.
[9] M., Ali, M., Shabir, M., Naz, \& F., Smarandache Neutrosophic Left Almost Semigroup, Neutrosophic Sets and Systems, Vol. 3, 2014.
[10] M. A., Kazim, \& M. Nasiruddin, On Almost Semigroups, Portugaliae Mathematica, Vol. 36, 1972.
[11] M. Khan, On Fuzzy Ordered AbelGrassmann ' s Groupoids, Journal of Mathematics Research Vol. 3, No. 2; pp. 27-40, May 2011.
[12] M. Khan, \& Asif, T. Characterizations of Intra-Regular Left Almost Semigroups by Their Fuzzy Ideals, Journal of Mathematics Research Vol. 2, No. 3, pp. 87-96, August 2010.
[13] M., Khan, \& T. Asif, Intra-regular Left Almost Semigroups Characterized by Their Anti Fuzzy Ideals, Journal of Mathematics Research Vol. 2, No. 4, pp. 100-110, November 2010
[14] M. Khan, Y. B. Jun, \& F. Yousafzai, Fuzzy ideals in right regular LA-semigroups, Hacettepe Journal of Mathematics and Statistics Volume 44, pp. 569 - 586, 2015.
[15] P., Dniestrzański. SYSTEMS OF LINEAR Equations And Reduced Matrix In A Linear Algebra Course For Economics Studies, Act "Higher Education Act" (Journal of Laws) No. 164, item. 365, 2012
[16] Q. Mushtaq, m. Khan, \& k. P. Shum, topological structures on lasemigroups. Department of mathematics, quaid-i-Azam University, Islamabad, Pakistan. Department of Mathematics, CIIT, Abbottabad, Pakistan. Institute of Mathematics, Yunnan University, Kunming, P. R. China, Mathematics Subject Classi_cation: 20M10 and 20N99ss, 2010.
[17] Q. Mushtaq, \& M. Khan, Ideals in left almost semigroups, arXiv:0904.1635v1 [math.GR] 10 Apr 2009, (1), 1-6 (2009).
[18] Mushtaq, Q., \& M. Inam, On left Almost semigroup defined by free algebra, Quasigroups and Related Systems Vol. 16, pp. 69-76, 2008
[19] Q. Mushtaq 1, Madad Khan 2, Kar Ping Shum 3 Bulletin of the Malaysian Mathematical Sciences Society Vol. 1, pp. 1-7, 2013.
[20] Q. Qamar, S. Abdullah, \& M. Shahzad, Applications of N -Structures to Ideal Theory of, LA Semigroup Appl.Math. Inf. Sci. Lett. 4, No. 3, pp. 97-102 2016
[21] S. Saranya, \& A. Kalaichelvi, Fuzzy Soft LaSemigroups, pp. 3329-3337 Vol. 20, 2015.
[22] S. Sarkar, \& Storjohann, A. Normalization of Row Reduced Matrices, University of Waterloo, Ontario, Canada Vol. 1, 2011.
[23] V. Amjad, K. Hila, \& F., Yousafzai. Generalized hyperideals in locally associative left almost semihypergroups, New York Journal of Mathematics New York J. Math. Vol. 20 pp. 1063-1076, 2014.
[24] W. Khan, F. Yousafzai, W. Guo, \& M Khan, ON (m,n)-Ideals Of Left Almost Semigroups Available online at http://scik.org J. Semigroup Theory Appl. Vol. 2, pp. 1-20, 2014.

